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Important Notice
● Please scan the QR code to join 

the UTM GDSC discord where you 
can keep up to date with all 
our activities

● Also you should follow the 
Instagram @gdscutm

● Women In Tech Conference coming 
up March 23rd and 24th, almost 
sold out, go to @witgdsc for 
more details
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● https://erdem.pl/2021/05/understanding-positional-encod

ing-in-transformers
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Foundation Models
● Foundation models are a form of 

generative artificial 
intelligence

● They generate output from one or 
more human language inputs 
(prompts)

● Models are based on complex 
neural networks including 
generative adversarial networks 
(GANs), transformers, and 
variational encoders



What really is a Large Language 
Model…?
● Large language models are a type of foundation model
● Large language models are parameterized as a 

transformer, a type of deep neural network
● Generally, decoder-only (eg. GPT), and can be 

encoder-decoder
● Large language models are pre-trained via 

self-supervision (next-token prediction)
● Ok now you know essentially a lot of words but what 

does this really look like



What really is a Large Language 
Model…?



LLM Training
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Compressing the Internet



Neural Network



Language Modeling
● Goal: Model the probability distribution p(x), for any 

sentence x
● Mathematically, we can break it down into 

next-token-prediction; 
p(x) = p(xt, xt-1, …, x1)
= p(xt | xt-1,..., x1) p(xt-1…, x1) [apply chain rule of 
probability]
= p(xt | xt-1,..., x1) p(xt-1 | xt-2,..., x1) ... p(x1) 
[recursively]



Transformer 
Architecture
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High Level Overview



High Level Overview



High Level Overview



High Level Overview



High Level Overview



Input



Input with Encoder



Multi-Encoder



Self-Attention



Demo
● https://colab.research.google.com/github/tensorflow/

tensor2tensor/blob/master/tensor2tensor/notebooks/he
llo_t2t.ipynb#scrollTo=OJKU36QAfqOC
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Self-Attention Step 1



Self-Attention Step 2



Self-Attention Step 3



Self-Attention Step 4



Multi-Head Self-Attention



Multi-Head Self-Attention



Multi-Head Self-Attention Unification



Multi-Head Self-Attention Unification Summary



Positional Encoding



Positional Encoding Example



Positional Encoding Multi-Function Approach



How Positional Encoding actually looks like



Residuals



Encoder Deep Dive



Encoder-Decoder Connection



Decoder



Self-Attention Vectors



Final Layer and Softmax



Training



Loss Function



Finetuning
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What is Finetuning?



Example



Results 



Comparison Labeling



Scaling Laws
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What are Scaling Laws?



Example change in capabilities



Conclusion
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We don’t know what goes on 
inside LLMs (yet)
● Simply, there's too many neurons to probe and deconstruct



LLMs may or may not be better than humans

● Prior work in AI (eg. AlphaZero from Deepmind trained with 
RL) have outperformed humans, but does that imply LLMs will 
follow this path?

● LLMs aren’t humans they don’t learn like humans 
● Eg. LLMs are very good at predicting the next token, which 

humans for the most part aren’t



Thank you!
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